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Introduction Language Modelling In-context Learning Alignment References

NLP in Everyday’s life

• Voice assistants like Siri1 or Alexa2 can be used for search queries or playing music
• Machine translation makes communication easier
• Chat-bots are used in customer support
• Three quarters of US resumes are read and ranked by NLP algorithms3

⇒ You are all affected by NLP and sometimes you might not even be aware of it.

1https://www.apple.com/de/siri/
2https://alexa.amazon.com
3https://www.theguardian.com/us-news/2022/may/11/

artitifical-intelligence-job-applications-screen-robot-recruiters
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NLP

• Natural language processing (NLP) is focussed on systems for human-computer
interaction via natural language

• Language is a natural interface to communicate with machines
→ General NLP models are easily accessible to a broad audience of users
→ Large amounts of text data in the internet can be used for training neural networks
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ChatGPT
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ChatGPT

• ChatGPT4 is developed by OpenAI and was released publicly on 29th November 2022

• It reaches state-of-the-art (SOTA) performance on some NLP tasks, but lacks on other
tasks like reasoning (Bang et al. 2023)

• The impressive abilities led to ChatGPT having the fastest-growing user base in history5

• Running ChatGPT costs an estimated $3 million per month6

4https://openai.com/blog/chatgpt/
5https://www.reuters.com/technology/

chatgpt-sets-record-fastest-growing-user-base-analyst-note-2023-02-01/
6https://nerdynav.com/chatgpt-statistics/
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ChatGPT suggested Title

...
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ChatGPT

• ChatGPT is a generative pre-trained transformer (GPT)
→ Neural networks making use of language modelling (LM) to generate human-like text

• It is a an aligned large language model (LLM) trained specifically for dialogue
• Same training procedure as the older InstructGPT model (Ouyang et al. 2022)

→ No paper for ChatGPT, so focus on InstructGPT paper
• The LLM GPT-3 (Brown et al. 2020) is fine-tuned on instruction-following and human

preferences
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Language Modelling

https://thegradient.pub/understanding-evaluation-metrics-for-language-models/
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Language Modelling

• In unsupervised pre-training a causal language modelling objective is used by GPT-3

• Model the probability of the next word in a sequence based on the words before (Radford
and Narasimhan 2018)

→ e.g. P(“interesting” | “ChatGPT is very”)
⇒ The LM learns a probability based representation of language in its parameters
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LM Fine-tuning

• LM parameters can be adapted to specific tasks via Supervised fine-tuning (SFT)

• Train the LM on predicting the task-specific label to an input sequence

e.g. for sentiment classification: P(positive | “ChatGPT is very interesting!”)
• Fine-tuned LMs reach SOTA performance on most NLP tasks (Brown et al. 2020)
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In-context Learning

• Problem: SFT models do not generalise well out-of-distribution
→ manually create and label a data-set for each task

• Goal: Models perform tasks from natural language instructions, called prompts (Radford,
Wu, et al. 2019; Brown et al. 2020)

• Ability to adapt to tasks without gradient updates is called in-context learning (ICL)
• Adaptation to the context is given in the LM parameters through pre-training

→ ICL ability only emerges if the capacity of LM is large enough

11 / 43



Introduction Language Modelling In-context Learning Alignment References

In-context Learning

• Problem: SFT models do not generalise well out-of-distribution
→ manually create and label a data-set for each task

• Goal: Models perform tasks from natural language instructions, called prompts (Radford,
Wu, et al. 2019; Brown et al. 2020)

• Ability to adapt to tasks without gradient updates is called in-context learning (ICL)
• Adaptation to the context is given in the LM parameters through pre-training

→ ICL ability only emerges if the capacity of LM is large enough

11 / 43



Introduction Language Modelling In-context Learning Alignment References

In-context Learning

• Problem: SFT models do not generalise well out-of-distribution
→ manually create and label a data-set for each task

• Goal: Models perform tasks from natural language instructions, called prompts (Radford,
Wu, et al. 2019; Brown et al. 2020)

• Ability to adapt to tasks without gradient updates is called in-context learning (ICL)

• Adaptation to the context is given in the LM parameters through pre-training
→ ICL ability only emerges if the capacity of LM is large enough

11 / 43



Introduction Language Modelling In-context Learning Alignment References

In-context Learning

• Problem: SFT models do not generalise well out-of-distribution
→ manually create and label a data-set for each task

• Goal: Models perform tasks from natural language instructions, called prompts (Radford,
Wu, et al. 2019; Brown et al. 2020)

• Ability to adapt to tasks without gradient updates is called in-context learning (ICL)
• Adaptation to the context is given in the LM parameters through pre-training

→ ICL ability only emerges if the capacity of LM is large enough

11 / 43



Introduction Language Modelling In-context Learning Alignment References

In-context Learning

• Condition the output not only on the input, but also on the task at hand:
p(output | input , task) (Radford, Wu, et al. 2019)

→ e.g. (task, input, output) sequence for translation:
(translate to french, ChatGPT is very interesting!, ChatGPT est très

intéressant!)

• Supervised task-specific objective is turned into an unsupervised LM pre-training
objective
⇒ Both objectives have the same global minimum!

ICL Assumption

Pre-train a large LM on a varied text corpus with the unsupervised objective
⇒ LLM learns to infer and perform the tasks demonstrated in the data in order to predict
them
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In-context Learning

In-context learning with a few examples as task description (few-shot set-up) for translation (Brown et al. 2020).
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LLM with ICL Limitations

• Are tasks learned at inference time or memorised from pre-training?

• Bad sample efficiency: LLMs see more data in pre-training than humans see in a lifetime
→ hundreds of billions of words vs billions7

• Expensive in training and inference
• LM objective is not expressive enough and is not aligned with human user intent

→ LLMs reproduce biases in the data, e.g. doctors are more likely to be men.

7https://col.quora.com/How-many-words-can-one-read-in-a-lifetime
14 / 43
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Aligning Language Models to User Intent

• LM objective is misaligned (Ouyang et al. 2022)

→ LM aims at predicting next words instead of following instructions helpfully and safely
⇒ Align pre-trained LLMs to user intent (Leike et al. 2018)

• InstructGPT aligns GPT-3 via SFT and reinforcement learning from human feedback
(RLHF; Christiano et al. 2017; Stiennon et al. 2020)
→ The LLM learns to follow instructions and predict more preferable responses
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InstructGPT Alignment Steps

(Ouyang et al. 2022)
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InstructGPT Alignment Steps

Steps 2 and 3 can be iterated continuously: New comparison data from updated policy
→ update policy again with updated reward model (RM) (Ouyang et al. 2022)
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Step 1: Supervised Fine-tuning

• Collect demonstration data: human labelers provide responses for prompts given by
users of OpenAI playground 8

• Prompts for some use cases are also written by labelers
• Fine-tune a pre-trained GPT-3 model on this data

→ Model learns to better follow instructions given in prompts

8https://beta.openai.com/playground
18 / 43
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API Prompt Data-set

Use case distribution and example prompts in the API prompt data-set (Ouyang et al. 2022).
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Step 2: Reward Model (RM)

→ Model human preference of responses by maximising the reward of the preferred response
⇒ Training signal scales better than direct human feedback and provides general notion of preference
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Reinforcement Learning
• In reinforcement learning (RL) an agent takes actions in an environment based on a

policy with the goal of maximising the reward for its actions

→ AlphaGo Zero learned to play the board game Go better than humans by playing
against itself via RL (Silver et al. 2017)

APPhoto/AhnYoung-joon
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Step 3: RL with RM

InstructGPT RLHF 
Environment

Reward
Model

Prompt: 
“Explain

InstructGPT… ”

Prompt-Response pairReward

Response: 
“InstructGPT is a…”

Policy
Optimisation

• To preserve NLP capabilites from pre-training the LM gradients are also added to the RL
objective
⇒ The model predicts more preferable responses while keeping pre-training abilities
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InstructGPT Alignment Results

• Labelers prefer InstructGPT outputs
→ more reliable and easier controllable than its not aligned predecessor GPT-3

• InstructGPT generalises to preferences of held-out labelers
• InstructGPT is more truthful and informative than GPT-3
• It is only less toxic if prompted to act respectfully and is more biased
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InstructGPT Alignment Results

• InstructGPT generalises to unseen domains and instructions
• The aligned model still does simple mistakes like following false premises

→ possibly could be solved by collecting adversarial examples
• The performance degrades when instructions contain multiple explicit constraints
• Main differences of ChatGPT:

• Focus on dialogue
• Interactivity, the possibility of asking follow-up questions or refining ChatGPT’s answer
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False Premise Example

InstructGPT goes along with the false premise of “eating socks after meditating” (Ouyang et al. 2022).
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False Premise Resolved

ChatGPT does not go along with the false premise anymore, probably through updating the models via steps 2 and
3 of the alignment pipeline.
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ChatGPT Overly Hedged Response

ChatGPT does not answer this question because it follows its conversational rules too strictly in this case.
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Development Cost

• GPT-3 needs approximately 350GB to be stored9 and is trained on 570GB of data (Brown
et al. 2020)

→ Neither training nor inference could be run on a “normal” computer

• GPT-3 pre-training is run on 10,000 V100 GPUs and costs several million dollars
→ HHU HPC has 8 A100 GPUs, 10 RTX6000, etc.10

• Annotation for alignment costs hundreds of thousands of dollars1112

• Deploying ChatGPT to every Google search would require more than 4M A100 GPUs,
with the total cost of server and network at around $100B13

9https:
//venturebeat.com/ai/ai-machine-learning-openai-gpt-3-size-isnt-everything/

10https://wiki.hhu.de/display/HPC/Nvidia+DGX+A100
11https://time.com/6247678/openai-chatgpt-kenya-workers/
12https://www.simplyhired.com/salaries-k-data-annotator-jobs.html
13https://www.techgoing.com/

how-much-does-chatgpt-cost-2-12-million-per-training-for-large-models/
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Carbon Footprint

https://palmetto.com/learning-center/blog/what-is-a-carbon-footprint
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Carbon Footprint

• GPT-3 pre-training consumed 1,287MWh of energy (Patterson et al. 2021)

→ GPT-3 pre-training emitted to 552.1 tCO2e
→ GPT-3’s carbon footprint is equivalent to 119 petrol-powered passenger vehicles driven
for one year
→ To neutralise these emissions 9,000 tree seedlings would have to be grown for 10 years

• Running ChatGPT consumes between 1,168MWh and 23,364MWh of energy per month14

→ Emits between 500 and 10,020 tCO2e per month
→ Neutralised by running up to 3 wind turbines for one year

14https://towardsdatascience.com/chatgpts-electricity-consumption-7873483feac4
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Annotator Statistics

• 89.4% of annotators had a university degree, only 29.5% of people in the EU15

• No annotators are older than 65 years, compared to 20% of EU citizens in this age
group16

→ Human feedback is not representative
• The alignment is limited to the personal and cultural backgrounds of the annotators

⇒ Does the feedback need to be representative?
⇒ What about marginalised groups?

15https://www.statista.com/statistics/1084737/
eu-28-adults-with-tertiary-education-attainment/

16https:
//www.statista.com/statistics/253408/age-distribution-in-the-european-union-eu/
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Annotator Well-being

• Working conditions of annotators need to be monitored
• An appropriate wage needs to be payed, based on the living wage in the country of

residence
• Sensitive topics or harmful behaviour might cause psychological or emotional harm to

annotators (Glaese et al. 2022)
→ Workers should not be forced to do annotations, have to have the possibility to skip
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Annotator Satisfaction

The 19 InstructGPT annotators who responded to the voluntary survey were overall
satisfied with the wage and the task.
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Discussion

• Alignment improves the performance more than larger model size while keeping inference
cost constant

• Who is the model aligned to? How do the annotators influence the behaviour?
E.g.: ChatGPT is politically biased (Hartmann et al. 2023)

• Models are not fully safe as they might follow harmful user instructions
• LLM knowledge is encoded in the parameters

→ Train the models on querying an external knowledge base to provide factual grounding
(Thoppilan et al. 2022; Glaese et al. 2022)
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Discussion

• Questions regarding ethical use of such systems are yet to be answered
→ Might be tackled by adding conversational rules (Glaese et al. 2022) to alignment

• Better controllability makes LLMs easier to misuse, e.g. generating false information
• It is barely possible to distinguish AI written text from human text
• Do the abilities of these models justify their environmental impact?

→ It is not feasible to deploy LLMs in all situations
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Discussion

• The size makes it difficult to understand what the models learn and to anticipate their
behaviour

→ Problems can only be solved after they occur
→ The development is not transparent

• LLMs are only as good as the data they are trained on
→ They reproduce biases present in training data

• The models do not learn how to handle private data
→ It is possible to extract personal information from training data by querying LLMs
(Carlini et al. 2021)
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ChatGPT - The Future of Conversational AI?

• While models such as ChatGPT are in many ways superhuman they are not general AI
• The computational cost makes real-world applications and access to the models harder
• Limited access to these multi million dollar models makes focus on other areas inevitable

(Geiping and Goldstein 2022)
• Explaining and controlling the behaviour of such blackbox models is a difficult problem
• Fine-tuned models are still superior to general LLMs on specific tasks
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ChatGPT- The Future of Conversational AI?

Future of NLP
LLMs are an important step towards more general NLP models but not the only approach to
take
→ the combination with small specialist models might have the greatest potential by
maximising the strengths and minimising the weaknesses of both (Brown et al. 2020; Bang
et al. 2023).
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