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Graph Neural Networks (GNNs)

Graph neural networks for natural language processing: A survey. Foundations and Trends® in Machine Learning, 16(2), 119-328 Wu et al. 20233

¾ GNNs capture information from graph structures
¾ They can be utilised on a variety of tasks that include graph structural information

¾ Node-focussed and graph-focussed tasks, e.g. node or edge classification
¾ Applications in information extraction, knowledge graph reasoning, syntactic parsing, etc.

¾ GNNs mostly rely on a message-passing algorithm where a node‘s embedding is
based on neighbouring embeddings
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Graph Neural Networks (GNNs)

https://www.datacamp.com/tutorial/comprehensive-introduction-graph-neural-networks-gnns-tutorial (retrieved 13.06.2024)5

¾ Graph Classification: classify graphs into various 
categories. 

¾ Node Classification: predict node labels based on 
neighbouring node labels

¾ Link Prediction: predict the link between a pair of nodes 
in a graph with an incomplete adjacency matrix

¾ Community Detection: divide nodes into various clusters 
based on edge structure. 

¾ Graph Embedding: maps graphs into vectors, preserving 
the relevant information on nodes, edges, and graph 
structure.

¾ Graph Generation: generate a new but similar graph 
structure based on a sample graph distribution 

https://www.datacamp.com/tutorial/comprehensive-introduction-graph-neural-networks-gnns-tutorial
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Graph Neural Networks (GNNs)

Graph neural networks for natural language processing: A survey. Foundations and Trends® in Machine Learning, 16(2), 119-328 Wu et al. 20236

¾ GNNs learn embeddings for each node in the graph and aggregate the node 
embeddings to produce the graph embeddings

¾ The learning process of node embeddings utilises graph structure and input node 
embeddings: !"

($) = '()*+,-(A, 0 $12 )
¾ Here: 

¾ A ∈ ℝ5 × 5 is the adjacency matrix of the graph that can be binary or weighted

¾ 0 $12 = !2$12 , … , !5$12 ∈ ℝ5 × 8 denotes the input node embeddings at the 9 − 1-th GNN 
layer and 0 $ are the updated node embeddings, < is the dimension of !"$12

¾ '()*+,-(=,=) is a graph filter function à main difference in GNN methods
¾ The graph embeddings are tuned for inference on downstream tasks
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Filtering Functions

Graph neural networks for natural language processing: A survey. Foundations and Trends® in Machine Learning, 16(2), 119-328 Wu et al. 20237

¾ Spatial: 
¾ Update the node embeddings via message-passing from spatially close nodes
¾ The embedding of a node is computed based on the embeddings of its !-hop neighbouring

nodes in a message-passing neural network (MPNN; Gilmer et al., 2017)
¾ It is also possible to sample "-hop neighbours for each node to reduce the computational cost

(GraphSage; Hamilton et al., 2017)
¾ Attention: 

¾ Originally GNNs do not dynamically adapt the importance of edges when computing node
embeddings

¾ Attention-based GNNs such as the graph attention network (GAT; Veličković et al, 2018) 
assign weights to edges

¾ Important neighbouring nodes get higher attention scores during embedding computation and
hence influence the final node embedding more
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Message-passing Neural Network (MPNN)

Zhang et al. “Application of Computational Biology and Artificial Intelligence in Drug Design.” International journal of molecular sciences vol. 23,21 13568. 5 Nov. 20228
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Filtering Functions

Graph neural networks for natural language processing: A survey. Foundations and Trends® in Machine Learning, 16(2), 119-328 Wu et al. 20239

¾ Spectral: 
¾ Based on graph signal processing and spectral graph theory
¾ Graph Convolutional Network (GCN; Kipf and Welling, 2016) generalises a convolutional network

to graphs
¾ Apply filters to the multiplication of the eigenvector matrix of the graph and the node embeddings

¾ The filter captures information about the neighbourhood of a node based on the adjacency matrix
¾ Recurrent:

¾ Compute the embedding at time step ! based on prior embeddings
¾ Take into account the direction of nodes and the edge type 
¾ Utilise a gated recurrent unit (GRU; Cho et al., 2014)
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Graph Convolutional Network (GCN)

Kipf and Welling "Semi-supervised classification with graph convolutional networks." Published as a conference paper at ICLR 2017 10
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Message-passing

Wu et al., 2023; Gilmer et al., 201711

¾ The message-passing algorithm for computing node embeddings based in the !-th
layer on their neighbourhood can be expressed as follows:
¾ ℎ#

(%) = ()*+,(*+-.(/ 0 (ℎ#%12 , 455675487 ℎ9
(%12), ∀; ∈ =# ))

¾ where the embedding of the +-th node is computed based on an activation function, weight and
aggregation function to take into account neighbourhood information in =#

¾ The aggregation function is the main distinction in different GNN architectures
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Graph Attention Network (GAT)

Wu et al., 2023; Veličković et al., 201812

¾ For the Graph Attention Network the aggregation function is the weighted sum over
the first order neighbours of a node:
¾ ℎ"

($) = '( ∑) ∈+, -") . / ℎ)
($01))

¾ where the attention weight -") denotes the importance of node 2) for 2", which is adapted during
training
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Graph Attention Network (GAT)

Veličković et al., ICLR 201813



hhu.de

GNN Downstream Tuning

Benchmarking graph neural networks. Journal of Machine Learning Research, 24(43), 1-48. Dwivedi et al., 202314
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Graph Pooling

Graph neural networks for natural language processing: A survey. Foundations and Trends® in Machine Learning, 16(2), 119-328, Wu et al., 202315

¾ Generate a higher-level embedding of nodes in a graph
¾ Reduce the number of nodes in a graph by aggregating different node embeddings
¾ The pooling operation is given by: A", $" = &'(()(A, H)

¾ A ∈ ℝ/ × / and A′ ∈ ℝ/2 × /2 are the adjacency matrices before and after graph pooling

¾ $ ∈ ℝ/ × 3 and $′ ∈ ℝ/2 × 32 are the node embeddings before and after graph pooling
¾ 4" is set to 1 in most cases to get one embedding for the entire graph
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Graph Pooling

Graph neural networks for natural language processing: A survey. Foundations and Trends® in Machine Learning, 16(2), 119-328, Wu et al., 202316

¾ Generate graph-level representations for graph-focused downstream tasks, e.g
graph classification

¾ Node embeddings are sufficient for node-focused tasks, however, for graph-focused 
tasks, a representation of the entire graph is required. 

¾ Pooling summarises the node embedding information and the graph structure 
information 

¾ Examples for graph pooling layers:
¾ Flat graph pooling: 

¾ Use a fully connected layer on the node embeddings and then do max or average pooling

¾ Hierarchical graph pooling: 
¾ Aggregate the node embeddings step by step to learn the graph-level embedding
¾ Sub-sample the most important nodes or combine nodes to form supernodes until a final graph-

representation is reached
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Graph Construction

Graph neural networks for natural language processing: A survey. Foundations and Trends® in Machine Learning, 16(2), 119-328, Wu et al., 202317

¾ Static graph construction:
¾ Construct the graph structures by leveraging existing relation parsing tools (e.g., dependency parsing) or 

manually defined rules/annotation à adjacency matrix
¾ The adjancency matrix augments the raw text with rich structured information. 
¾ E.g. knowledge graphs where a graph consists of entities as nodes and relations as edges ! = ($, &) with

relational triplets (entity-, relation, entity2)
¾ Dynamic graph construction:

¾ Do graph construction and representation learning jointly instead of relying on an annotation or previously 
predicted information

¾ Use a graph similarity metric learning component for learning a weighted adjacency matrix by considering 
pair-wise node similarity in the embedding space 

¾ A graph sparsification component is used for extracting a sparse graph from the learned fully-connected 
graph
¾ e.g. keeping only the highest weight edges by applying an activation function



hhu.de

Static Graph Construction

Graph neural networks for natural language processing: A survey. Foundations and Trends® in Machine Learning, 16(2), 119-328, Wu et al., 202318
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Static Graph Construction

Graph neural networks for natural language processing: A survey. Foundations and Trends® in Machine Learning, 16(2), 119-328, Wu et al., 202319
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Dynamic Graph Construction

Graph neural networks for natural language processing: A survey. Foundations and Trends® in Machine Learning, 16(2), 119-328, Wu et al., 202320
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GNNs vs. Transformers

"Graph transformer networks." Advances in neural information processing systems 32 (2019). Yun et al.21

¾ Transformers can be considered GNNs, which operate on a fully connected dynamic 
graph constructed by employing the self-attention mechanism

¾ Although Transformers can be applied to natural text easily and build the graph in the 
background they cannot be applied to more complex data such as graphs directly

¾ GNNs can only be applied to pre-structured graph data
¾ self-supervised pre-training, one of the main advantages of transformers, is hence impossible
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GNNs vs. Transformers

"Graph transformer networks." Advances in neural information processing systems 32 (2019). Yun et al.22

¾ Graph transformers (Yun et al., 2019) adapt a structure-aware self-attention 
mechanism to combine the advantages of GNNs and transformers

¾ Rely on attention to utilise the original graph topology information
¾ Possibly not the best way to explore the original graph input information, especially when graph 

inputs are multi-relational and heterogeneous graphs.
¾ learn a soft selection of edge types and composite relations for generating useful multi-

hop connections, called meta-paths 
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Graph Transformer Networks (GTN)

"Graph transformer networks." Advances in neural information processing systems 32 (2019). Yun et al.23
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Graph Transformer Networks (GTN)

"Graph transformer networks." Advances in neural information processing systems 32 (2019). Yun et al.24



hhu.de

GNN Time Complexity

Wu, Zonghan et al. “A Comprehensive Survey on Graph Neural Networks.” IEEE Transactions on Neural Networks and Learning Systems 32 (2019): 4-24.25

¾ Complexity is mostly linear wrt. the
number of edges ! in a graph

¾ For some architectures it is quadratic or
cubic wrt. the number of nodes "
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GNNs in NLP

Graph neural networks for natural language processing: A survey. Foundations and Trends® in Machine Learning, 16(2), 119-32827
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GNN for NLP

Graph neural networks for natural language processing: A survey. Foundations and Trends® in Machine Learning, 16(2), 119-32828
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GNNs in NLP 

Graph neural networks for natural language processing: A survey. Foundations and Trends® in Machine Learning, 16(2), 119-32829

¾ KGs capture entities and relations from unstructured data
¾ Use relation triples ("#$%$&1, )"*+$%,#, "#$%$&2)
¾ GNNs can be applied for KG embedding to represent the knowledge
¾ This representation can be used for KG completion to find missing relations
¾ The representation can also be used for KG alignment where two different KGs have to 

be matched/aligned to be used in one system
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GNNs for KG Completion

30

¾ KG completion can be solved using am encoder-decoder framework with GNNs
¾ Here, the neighbourhood information of an entity can be encoded using a GNN
¾ The encoder maps each entity to a real-valued vector and the relation can be 

represented as an embedding or matrix
¾ Because of message-passing each node embedding contains information about the neighbours

¾ The decoder can be regarded as a scoring function
¾ Score how likely each edge is

¾ Normally the models are trained using negative sampling, which randomly corrupts 
either the subject or the object of a relation triple
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GNNs for KG Alignment

31

¾ For KG alignment GNN models are used to learn representations of the entities and 
relations in different KGs 
¾ The entity/relation alignment can be performed by computing a distance between two entities or 

relations
¾ The distance measuring functions are mainly based on L1 norm, L2 norm or feed-

forward neural networks
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GNNs for Information Extraction (IE)

32

¾ For IE GNNs have been widely used to model the interaction between entites and 
relations in text

¾ IE is composed of named entity recognition (NER) and relation extraction (RE)
¾ GNN-based IE approaches normally operate via a pipeline approach: 

1. Construct a text graph
2. Recognise entities
3. Predict the relations plus the relation types between the entities

¾ It is also possible to jointly learn NER and RE 
¾ Take advantage of the interaction between these two subtasks and to reduce the risk of error 

propagation
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GNNs and LLMs

33
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GNNs and LLMs

Li et al.,  "A survey of graph meets large language model: Progress and future directions." arXiv preprint arXiv:2311.12399(2023)34

¾ LLMs can:
¾ serve as enhancers of GNNs by using LM embeddings or textual outputs as node features
¾ serves as predictors by taking graph representations (embeddings, flattened graphs) as input

for predictions
¾ be aligned to graph structures via 

¾ Contrastive training with graph embeddings
¾ Iterative training
¾ Graph-nested structures for joint training
¾ Distillation where GNNs serve as teachers for the LLM to learn awareness for graph structures
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GNN and LLM

Li et al.,  "A survey of graph meets large language model: Progress and future directions." arXiv preprint arXiv:2311.12399(2023)35
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LLM Enhancement vs Prediction

Chen et al., 2023 Exploring the potential of large language models (LLMs) in learning on graphs. ACM SIGKDD Explorations Newsletter, 25(2), 42-6136
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LLM-Enhancers

Li et al.,  "A survey of graph meets large language model: Progress and future directions." arXiv preprint arXiv:2311.12399(2023)37
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LLM-GNN Alignment

Li et al.,  "A survey of graph meets large language model: Progress and future directions." arXiv preprint arXiv:2311.12399(2023)38
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LLM-Enhancer Comparison on Node Classification

Chen et al., 2023 Exploring the potential of large language models (LLMs) in learning on graphs. ACM SIGKDD Explorations Newsletter, 25(2), 42-6139

¾ High labelling ratio, e.g. 60% of data for training, 20% validation and 20% test set

à Fine-tuning LMs jointly works well with
enough labels

à The choice of the embeddings is not so 
important if enough labels are available
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LLM-Enhancer Comparison on Node Classification

Chen et al., 2023 Exploring the potential of large language models (LLMs) in learning on graphs. ACM SIGKDD Explorations Newsletter, 25(2), 42-6140

¾ Low labelling ratio: train only on a few labelled nodes, e.g. 20 from each node class for
training, 500 nodes for validation and 1000 for testing

à Fine-tuning LLMs jointly does not work
in the low label ratio set-up

à The choice of the embeddings impacts
performance significantly

à Sentence embedding models work best
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LLM-Predictors

Li et al.,  "A survey of graph meets large language model: Progress and future directions." arXiv preprint arXiv:2311.12399(2023)41

à Textual input: flatten the graph structure and
input the !-hop neighbours into the LLM

à Embedding input: use graph embeddings as
input to an LLM
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Graph Neural Prompting

Tian et al., "Graph neural prompting with large language models." Proceedings of the AAAI Conference on Artificial Intelligence. Vol. 38. No. 17. 202442

¾ Graph neural prompting (GNP) for using graph information as input to LLMs and 
apply it to question answering à LLM as predictor

¾ Question: “Can we learn beneficial knowledge from KGs and integrate them into pre-
trained LLMs?”

¾ GNP retrieves and encodes the knowledge to derive the Graph Neural Prompt, an 
graph embedding vector that can be sent into LLMs
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Graph Neural Prompting

Tian et al., "Graph neural prompting with large language models." Proceedings of the AAAI Conference on Artificial Intelligence. Vol. 38. No. 17. 202443

1. GNP first utilises a GNN to capture and encode the intricate graph knowledge into 
entity/node embeddings

2. A cross-modality pooling module is present to determine the most relevant node 
embeddings in relation to the text input
¾ consolidate these node embeddings into a holistic graph-level embedding

3. GNP encompasses a domain projector to include the domain information in the 
neural prompt

4. A self-supervised link prediction objective is introduced to enhance the model 
comprehension of relationships between entities and capture graph knowledge
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Graph Neural Prompting

Tian et al., "Graph neural prompting with large language models." Proceedings of the AAAI Conference on Artificial Intelligence. Vol. 38. No. 17. 202444
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Graph Neural Prompting

Tian et al., "Graph neural prompting with large language models." Proceedings of the AAAI Conference on Artificial Intelligence. Vol. 38. No. 17. 202445

¾ The graph neural prompt is the input to the LLM together with the embedding of the 
input text.

¾ Extract subgraphs from huge general knowledge graphs based on the input text
¾ For the contextual subgraph use entity linking with the text input

¾ include for each entity node the 2-hop neighbours together with their relations
¾ Either fine-tune the LLM together with the GNN or keep the LLM weights frozen.
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Graph Neural Prompting

Tian et al., "Graph neural prompting with large language models." Proceedings of the AAAI Conference on Artificial Intelligence. Vol. 38. No. 17. 202446

à When keeping the LLM frozen
GNP significantly outperforms 
other methods for QA

à Almost reaches LoRA fine-tuning 
level

à Compared to fine-tuning the, 
utilising GNP in addition improves 
performance further
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GraphGPT

"Graphgpt: Graph instruction tuning for large language models." arXiv preprint arXiv:2310.13023 (2023) Tang et al.47

¾ Adapt LLMs to handle graph structure in the form of natural language graph tokens
¾ Train a projector that maps graph embeddings to graph tokens as input to the LLM

¾ Train it self-supervisedly via graph matching task
¾ Fine-tune on tasks with graph-based prompt for better performance

¾ The LLM learns to use the graph structure of a matched subgraph during inference
which improves predictions

¾ Similar to GNP, however natural language graph features as input to LLM instead
embeddings
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GraphGPT

"Graphgpt: Graph instruction tuning for large language models." arXiv preprint arXiv:2310.13023 (2023) Tang et al.48

¾ Natural language graphs are long
inputs to LLMs

¾ The structural information cannot be
captured well by LLMs
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GraphGPT for Node Classification

"GraphGPT: Graph instruction tuning for large language models." arXiv preprint arXiv:2310.13023 (2023) Tang et al.49
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Graph-based Coreference Resolution

Liu et al., "Improving coreference resolution by leveraging entity-centric features with graph neural networks and second-order inference." arXiv preprint arXiv:2009.04639 (2020)
Zhaodong Wang and Kazunori Komatani. 2022. Graph-combined Coreference Resolution Methods on Conversational Machine Reading Comprehension with Pre-trained Language Model. In Proceedings of the Second DialDoc Workshop on Document-grounded Dialogue and Conversational Question Answering, 
pages 72–82, Dublin, Ireland. Association for Computational Linguistics.50

¾ Coreference resolution methods either work with mention-pairs that should be
classified as coreferent or based on entity-mentions

¾ With entity-mentions use entity-level features including non-local information
¾ As coreferences normally span long distances in text it is difficult to define effective

global graph features
¾ Using GNNs to capture global coreference information is a possible way to get

entity-centric features
¾ Combining local LM features with a coreference graph to model more global 

information can improve coreference resolution performance

https://aclanthology.org/2022.dialdoc-1.8
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Graph-based Coreference Resolution

Zhaodong Wang and Kazunori Komatani. 2022. Graph-combined Coreference Resolution Methods on Conversational Machine Reading Comprehension with Pre-trained Language Model. In Proceedings of the
Second DialDoc Workshop on Document-grounded Dialogue and Conversational Question Answering, pages 72–82, Dublin, Ireland. Association for Computational Linguistics.51

https://aclanthology.org/2022.dialdoc-1.8
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Large Language Models and
Knowledge Graphs

52
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LLMs and KGs

"Large language models and knowledge graphs: Opportunities and challenges." arXiv preprint arXiv:2308.06374 (2023) Pan et al.53

¾ LLMs lead to a paradigm shift in knowledge representation:
¾ Do not rely solely on explicit representation of knowledge in knowledge graphs
¾ Also use parametric knowledge in the parameters of language models

¾ Use a hybrid representation of knowledge in both explicit and parametric form
¾ Parametric knowledge comes with high recall, but low precision due to possible 

hallucinations
¾ Explicit knowledge has high precision
à Trade-off between precision and recall when choosing parametric or explicit knowledge
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LLMs and KGs

"Unifying large language models and knowledge graphs: A roadmap." IEEE Transactions on Knowledge and Data Engineering (2024), Pan et al.54
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LLMs and KGs

"Large language models and knowledge graphs: Opportunities and challenges." arXiv preprint arXiv:2308.06374 (2023) Pan et al.55

¾ Biases can be more easily removed in explicit knowledge, as it can be easily edited
¾ Knowledge is normally stored in text, which can be harnessed by LLMs and can thus

increase the amount of available knowledge
¾ Two ways of combining LLMs and KGs:

¾ Explicit-knowledge-first: LLMs can augment KGs and improve scalability, quality and utility
¾ Parametric-knowledge-first: KGs can ground, and verify LLM generations to increase 

reliability and trust in LLM usage
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LLMs and KGs

"Unifying large language models and knowledge graphs: A roadmap." IEEE Transactions on Knowledge and Data Engineering (2024), Pan et al.56
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LLMs and KGs

"Large language models and knowledge graphs: Opportunities and challenges." arXiv preprint arXiv:2308.06374 (2023) Pan et al.57

¾ LLMs can be used to expand KGs:
¾ More scalable knowledge extraction, KG construction and alignment and ontology schema

construction
¾ KGs can help with verification of LLM knowledge

¾ Especially with problematic knowledge types, such as numerical values, long-tail entities and
updating/editing knowledge
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Injecting KG in LLM

"Unifying large language models and knowledge graphs: A roadmap." IEEE Transactions on Knowledge and Data Engineering (2024), Pan et al.58
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LLMs and KGs Outlook

"Large language models and knowledge graphs: Opportunities and challenges." arXiv preprint arXiv:2308.06374 (2023) Pan et al.59

¾ For a range of reliability or safety-critical applications, structured knowledge remains 
indispensible
¾ There are many ways in which KGs and LLMs can improve each other

¾ Some components might be obsolete, as LLMs perform better out of the box
¾ Regarding LLMs there exist a magnitude of exaggerated claims and expectations 

which should be critically examined 
¾ In particular, a fundamental fix to the so-called problem of hallucinations is not in sight.

¾ The advances triggered by LLMs enable to enter the field with significant shortcuts.
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Application to Ontology RE

60

¾ Combination of LLMs with KGs is promising
¾ GNNs can be used for computing KG representations for completion and alignment
¾ KG alignment methods could be applied to unify the KGs predicted by LLMs on 

dialogue-level
¾ LLMs cannot get a unified format for whole corpora because of limited context size

¾ KG completion can be used after predicting dialogue-level KGs e.g. to find more global 
relations

¾ Explicit knowledge can help in evaluating the ontology
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Graph Memory-based Editing for LLMs

Submitted to ACL ARR 2023 December Blind Submission61

¾ The information within Large Language Models (LLMs) quickly becomes outdated
¾ Knowledge needs to be edited on a regular basis

¾ Existing knowledge editing methods often overlook the interconnected nature of facts, 
failing to account for the ripple effects caused by changing one piece of information

¾ Use graph-memory for knowledge editing:
¾ Store and update information in external knowledge graph without changing the parametric 

knowledge in LLM
¾ The LLM is prompted to generate queries to extract information from the KG
¾ The KG updates are given externally
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Graph Memory-based Editing for LLMs

Submitted to ACL ARR 2023 December Blind Submission62
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Graph Memory-based Editing for LLMs

Submitted to ACL ARR 2023 December Blind Submission63
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GNNs for Ontology Relation 
Extraction

64
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Problem Formulation

66

¾ Input: List of task-oriented dialogues ! = {$%, $', … , $)} where each dialogue $+
comes with a list of terms ,+ = {-%, … , -.}

¾ Output: for each pair of terms (-+, -0) in a dialogue predict whether exactly one of these
relations holds:
¾ Domain-slot relation 234 where the head entity is a domain and the tail entity is a slot belonging

to the domain term in the respective dialogue
¾ Slot-value relation 245 where the head entity is a slot and the tail entity is a value belonging to

the slot in the respective dialogue
¾ Value-domain relation 253 where the head entity is a value and the tail entity is a domain the slot 

belongs to
¾ Equivalence relation 267 where the two terms are from the same hierarchy level and equivalent

in meaning (only undirected relation)
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Problem Formulation

67

¾ Intra-dialogue relations: relations that can be inferred from single dialogues, as both
terms occur the same dialogue at least once (local information)

¾ Inter-dialogue relations: relations where terms from different dialogues are 
connected (global information)
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Problem

68

Input: dialogue + term list Output: relations between terms
– (domain, has slot, slot) 
–(slot, has value, value) 
–(value, has domain, domain)
–(term1, refers to same concept as, term2)

"user": "am looking for a place to to stay that has cheap 
price range it should be in a type of hotel" 
"system": "okay , do you have a specific area you want to 
stay in ?" 
"user": "no , i just need to make sure it ' s cheap . oh , and i
need parking" 
"system": "i found 1 cheap hotel for you that includes 
parking . do you like me to book it ?" 
"user": "yes , please . 6 people 3 nights starting on tuesday
." 
"system": "i am sorry but i wasn ' t able to book that for you 
for tuesday . is there another day you would like to stay or 
perhaps a shorter stay ?" 
"user": "how about only 2 nights ." 
"system": "booking was successful . reference number is : 
7gawk763 . anything else i can do for you ?" 
"user": "no , that will be all . good bye .”
"system": "thank you for using our services ."

Termlist
['price', 'day', 'parking', 'hotel', 'stay', 'reference', 'type', 'tuesday', 
'area', 'people', '7gawk763', 'price range', '2', '1', 'me', '6', 'nights', 
'reference number', '3', 'cheap']

['parking', 'has value', 'yes'], ['yes', 'has domain', 'hotel'],
['book day', 'has value', 'tuesday'], ['1', 'refers to same 
concept as', 'me'], ['7gawk763', 'has domain', 'hotel'], 
['hotel', 'has slot', 'price range'], ['hotel', 'has domain', 'hotel'], 
['1', 'has domain', 'hotel'], ['hotel', 'has slot', 'book stay'], 
['book stay', 'has value', '3'], ['type', 'has value', 'hotel'], 
['hotel', 'has slot', 'book day'], ['hotel', 'has slot', 'book
people'], ['hotel', 'has slot', 'parking'], ['hotel', 'has slot', 
'choice'], ['hotel', 'has slot', 'type'], ['choice', 'has value', '1'], 
['hotel', 'has slot', 'ref'], ['tuesday', 'has domain', 'hotel'], ['2', 
'has domain', 'hotel'], ['ref', 'has value', '7gawk763'], ['price
range', 'has value', 'cheap'], ['book people', 'has value', 
'6'], ['6', 'has domain', 'hotel'], ['book stay', 'has value', '2'], 
['hotel', 'has slot', 'area'], ['3', 'has domain', 'hotel'], ['cheap', 
'has domain', 'hotel']
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GNN for Intra-dialogue Ontology RE

69

Input: dialogue + term list

"user": "am looking for a place to to stay that has cheap 
price range it should be in a type of hotel" 
"system": "okay , do you have a specific area you want to 
stay in ?" 
"user": "no , i just need to make sure it ' s cheap . oh , and i
need parking" 
"system": "i found 1 cheap hotel for you that includes 
parking . do you like me to book it ?" 
"user": "yes , please . 6 people 3 nights starting on tuesday
." 
"system": "i am sorry but i wasn ' t able to book that for you 
for tuesday . is there another day you would like to stay or 
perhaps a shorter stay ?" 
"user": "how about only 2 nights ." 
"system": "booking was successful . reference number is : 
7gawk763 . anything else i can do for you ?" 
"user": "no , that will be all . good bye .”
"system": "thank you for using our services ."

Termlist
['price', 'day', 'parking', 'hotel', 'stay', 'reference', 'type', 'tuesday', 
'area', 'people', '7gawk763', 'price range', '2', '1', 'me', '6', 'nights', 
'reference number', '3', 'cheap']

price range

area
hotel

cheap

tuesday

day

has domain

has value

has slot

has slot

has slot

has value

has domain

à Train GNN based on the groundtruth graph to predict intra-
dialogue relations
à possibly use the GNN embedding as additional/main input to LLM 
(neural prompt)

...

...

...

...
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"user": "am looking for a place to to stay that has cheap 
price range it should be in a type of hotel" 
"system": "okay , do you have a specific area you want to 
stay in ?" 
"user": "no , i just need to make sure it ' s cheap . oh , and i
need parking" 
...

price range

area

hotel

cheap

has slot

has value

Train GNN based on different dialogue-level graph
embeddings to predict inter-dialogue relations

...

...

"user": ”could you suggest an expensive hotel in the west?" 
"system": ”there are several options, do you need free wifi?”
"user": ”yes, free wifi sounds nice." 
...

has domain
has slot

hotelexpensive

west

has domain

has domain

has slot
has slot
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Hierarchy Establishment Architectures
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¾ Local:
¾ Predict intra-dialogue relations with a dialogue-level term graph to train GNN embeddings based

on LM embeddings
¾ Global:

¾ Model gets a set of dialogue-level graphs as input and is trained to make inter-dialogue
relations predictions between the graphs

¾ Predict term relations with fine-tuned GNN with LM embedding input
¾ GNN with edge classification head
¾ GNN embeddings as LLM input possibly combined with dialogue embedding
¾ LLM with textual graph input
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GNN-based Approach
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Graph with term
embeddings and attention

as node and edge
embeddings

Intra-
dialogue
Relations

Inter-
dialogue
Relations

Dialogues with List of
Terms

Local
GNN

Global 
GNN

Pre-trained LM

Edge Classification
Head/LLM

Edge Classification
Head/LLM
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¾ The local model gets a term graph with LM features from the dialogue embedding as 
input and predicts intra-dialogue relations

¾ The global model gets a set of dialogue-level GNN embedded graphs as input and 
predicts inter-dialogue relations

¾ Possibly jointly have one GNN for both intra- and inter-dialogue relations 
¾ Alternatively use LLM for local predictions and the GNN for global information 



hhu.de

Training

74

¾ The training data is constructed from the TOD data-set’s annotation on groundtruth
terms

¾ The model is trained to predict the relation type and direction for each edge/pair of 
terms in the dialogue

¾ First focus on intra-dialogue relations, then inter-dialogue
¾ A separate local and global model are trained
¾ The classification head gets the node representations of two terms as input and 

outputs a distribution over the different relation classes
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Architecture

1 https://pytorch-geometric.readthedocs.io/en/latest/75

¾ GCN, GAT or GTN, which are implemented in PyTorch Geometric1 library
¾ Model a heterogeneous graph with different types of nodes and edges
¾ The input embeddings come from an LM à node and edge features
¾ It should be investigated whether it is better to fine-tune the LM jointly with the GNN or

to keep it fixed
¾ Baselines: 

¾ Fine-tuned LM
¾ Model with textual graph input for global relation prediction

¾ First focus on the same data distribution
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¾ Graph neural networks can capture structural information for graphs
¾ Graph attention networks can capture different edge weights
¾ The resulting embeddings can be utilised for downstream tasks
¾ Possibly GNNs can be utilised for the task of ontology relation extraction
¾ Here, intra- and inter-dialogue relations might have to be considered separately

with different models
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Thank you!
Looking forward to your questions.
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